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Abstract. We compare packet delivery delays from a probabilistic anal-
ysis of a flat and two tree-based reliable multicast protocols with sim-
ulation results of SRM, RMTP and TMTP variations. Analytical and
simulation results show identical behavior with varying packet loss prob-
abilities, number of receivers, and transmission rates. Even the absolute
delays of the analytical and simulation results are almost identical which
shows that carefully mathematical modelling can provide results of the
same quality as simulation does.
A second focus of our work is to identify an optimal branching factor
of the control tree established by tree-based reliable multicast protocols.
Our analytical and simulation results show that a branching factor which
is too small can significantly increase delay.

1 Introduction

The performance of protocols can be analyzed by mathematical analysis, simu-
lation, or measurement either in the Internet or with the help of large testbeds.
Measurement in the target environment shows the actual performance of a pro-
tocol and its available implementation, however, especially for multicast groups,
measurements are difficult to perform since they usually require coordination of
many multicast sites. This is why most multicast protocols are analyzed with
mathematical analysis or with simulation.

Mathematical analysis requires a well understood and usually simplified model
of the environment and the considered protocol. If this is successful, mathemati-
cal analysis allows to change parameters and monitor their effect on a protocol’s
behavior in a quite easy way. Another advantage of mathematical analysis is
their usually complete publication, allowing other persons to check the correct-
ness and the assumed system model.

With simulations, the environment and the considered protocols can become
more complex and hence, more realistic. However, large simulation systems like
NS-2 [1] allow to change a lot of parameters, possibly influencing the results to
a great extend. Moreover, it is difficult the check the correctness of simulations,
since the implementations are often extensive and in many cases, the simulation
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code is not public. This is why we believe that both mathematical analysis and
simulation are useful.

In this paper we compare analytical delay results of reliable multicast pro-
tocols with NS-2 simulation studies of SRM [2], RMTP [3] and TMTP [4] vari-
ations. The packet delivery delay is an important issue for multimedia applica-
tions. For example real time applications like interactive distributed simulations,
distributed games, or the delivery of MPEG I-frames [5] benefit from guaran-
teed reliability and low delays. Besides analyzing the delay between sender and
receiver we determine the round trip delay between sending a data packet and
receiving the last corresponding control packet at the sender. The round trip
delay determines the time after a data packet can be removed from memory and
influences the sending rate and throughput if the sender uses a window based
sending scheme [6]. Furthermore, knowledge about this delay is important to
adjust the retransmission timeout at the sender.

For the analytical model as well as for the simulation model we tried to
describe the reality as good as possible. This includes data packet and con-
trol packet loss, asynchronous local clocks, TTL scoping for retransmissions and
spatial loss correlation. Our results show that analytical delays and simulation
delays are almost identical and show identical behavior with varying number
of receivers, transmission rates, and packet loss probabilities. Besides compar-
ing analytical and simulation results, an important focus of our work was to
determine an optimal branching factor of the control tree in tree-based reliable
multicast protocols. The optimal branching factor depends on several param-
eters like packet loss probability, protocol class and whether average delivery
delay, or round trip delay is of interest. We can conclude, though, that a tuned
branching factor can significantly reduce delay.

The remainder of this paper is structured as follows. In the next section
related work is discussed. In Section 3 we discuss the analyzed and simulated
protocol classes. In Section 4 we introduce our assumed system model followed by
an overview of the delay analysis. Numerical and simulation results are presented
in Section 5. Finally, we conclude with a brief summary.

2 Background and Related Work

The first comparative delay analysis of sender- (ACK) and receiver-initiated
(NACK) approaches was presented by Yamamoto et al. [7] and DeCleene [8].
Yamamoto et al. have analyzed the expected average delivery delay and showed
that receiver-initiated protocols with NACK suppression provide best scalability.
However, their analytical model for this class was simplified in assuming that
all receivers are perfectly synchronized and thus only one NACK is sent back
to the sender in case of packet loss. While the analysis in [7] is independent of
the network topology, in [8] a delay analysis of generic ACK- and NACK-based
protocols operating over star and linear topologies was presented. In [9] the effect
of local recovery and retransmission of parity packets on bandwidth and delay
of NACK-based protocols is examined. While the bandwidth analysis is made in
detail, the delay analysis is rather brief and comparatively simple. For example,
they do not consider queuing delay in detail and neglect feedback processing.



They concluded that local recovery techniques and parity packets outperform
other approaches.

Our analysis is based on the delay analysis of Yamamoto et al. [7] and on
the basic analytical work of Pingali et al. [10] and Levine et al. [11]. Pingali et
al. have done the first comparative analysis of reliable multicast protocols. They
have compared the processing requirements of flat protocol classes. Levine et al.
have extended this work to the class of ring- and tree-based approaches.

To our knowledge, our work is the first comparative delay analysis of generic
classes of tree-based reliable multicast protocols, which considers feedback traffic
and queuing delays. Furthermore, this is the first work that compares analysis
results with simulation results. In our previous work in [12] we have analyzed two
tree-based reliable multicast protocols but without considering aggregated ac-
knowledgements (see next section) and without comparing the analytical results
with simulation studies.

3 Protocol Classification and Description

In this section we briefly describe and classify the reliable multicast protocols
analyzed and simulated in this paper. A more detailed and more general descrip-
tion for some of these classes can be found in [10], [11] and [9].

The first considered protocol class is a receiver-initiated protocol. Receiver-
initiated protocols return only negative acknowledgments (NACKs) from re-
ceivers to the sender instead of positive acknowledgements (ACKs). When a
receiver detects an error, e.g. by a wrong checksum, a skip in the sequence num-
ber or a timeout while waiting for a data packet, a NACK is returned to the
sender. A returned NACK asks for a packet retransmission from the sender. We
assume that retransmissions are sent using multicast. Our considered protocol
class uses multicast NACKs, which is known as NACK-avoidance scheme. A re-
ceiver that detects an error sends a multicast NACK provided that it has not
already received a NACK for this data packet from another receiver. Thus, in op-
timum case, only one NACK is received by the sender for each lost data packet.
In conformance with [11] we denote this protocol class as N2. An example for
such a protocol is the scalable reliable multicasting protocol (SRM) [2].

The next two protocol classes are tree-based protocols. In tree-based proto-
cols, the members of a multicast group are organized in a so-called control tree to
overcome the well-known acknowledgment implosion problem of flat approaches,
i.e. overwhelming of the sender by a large number of acknowledgments. Since
acknowledgments are propagated along the edges of the control tree in a leaf-to-
root direction, the implosion problem can be avoided by limiting the branching
factor of a node and thus the number of acknowledgment packets.

The first considered scheme is denoted as H3 in conformance with [13]. For
both tree-based protocol classes we assume that the initial sender is the root
of the control tree and that the initial transmission is multicasted to the global
group. Global group denotes the whole multicast group in contrast to a local
group, which is described below. H3 uses ACKs sent by receivers to their parent
in the control tree, called group leader, in order to indicate correctly received
packets. Each group leader that is not the root node also sends an ACK to its



parent as soon as a data packet has been received. If a timeout for an ACK occurs
at a group leader, a multicast retransmission is invoked for this local group. A
local group encompasses a group leader and its directly attached children. Such
a retransmission can be sent to a separate multicast address for this local group
or sent to the global group address and limited in scope by the TTL value.

Additionally to normal ACKs, H3 uses aggregated ACKs, so called AACKs.
In contrast to normal ACKs, they are sent to confirm the correct message delivery
for a whole subhierarchy of the control tree. A group leader sends an AACK to its
parent not before it has received an AACK from each child node. Lead nodes in
the control tree send AACKs immediately after correct packet reception. AACKs
are necessary to guarantee reliable delivery even in case of node failures, since
group leaders remove a packet from memory and thus preventing retransmissions
not before their complete subhierarchy in the control tree has acknowledged
correct message reception (see [13] for more details). An example of a protocol
similar to our definition of H3 but without AACKs is RMTP [3]. RMTP uses
subtree multicasting to limit the retransmission scope, which is an extension to
regular routers and protocol class H3.

The second tree-based scheme H4 is based on NACKs with NACK suppres-
sion similar to N2 and on AACKs. NACKs are used to start a retransmission.
Aggregated ACKs are used to announce the receivers’ state and allow group
leaders to remove data from memory. TMTP [4] is an example for class H4 but
without AACKs. For the protocol simulations of RMTP and TMTP we have im-
plemented AACKs to allow a fair comparison between the mathematical analysis
and the simulation.

4 Delay Analysis

In this section we present an overview of the delay analysis exemplified by pro-
tocol H3, since the analysis of all three protocols is quite lengthy. The other
protocols are analyzed in a technical report [14].

4.1 System Model

We assume the following system model for our analytical evaluations. A single
sender multicasts a data packet to a set of R identical receivers. With probability
qD the multicast packet is corrupted or lost during the transmission to a single
receiver. With probability pA for ACKs and pAA for AACKs, a control packet
is corrupted or lost. According to measurements in the MBone [15] we assume
spatially dependent losses in our analysis.

Finally, we assume that nodes do not fail and that the network is not parti-
tioned, i.e. retransmissions are eventually successful. All nodes work exclusively
for the multicast protocol and no background load is considered.

4.2 Analytical Approach

Our goal is to determine the delays between the initial generation of a packet
at the sender and correct reception at a receiver as well as the reception of the



last control packet at the sender. These delays are determined by the necessary
processing times for a packet at the sender and receivers, transmission delays,
timeout delays to wait for a data or control packet and finally the number of
necessary transmissions for correct reception of data and control packets.

The processing time at a node is determined by the load of such a node,
i.e. the processing of data and control packets. We first determine the rates for
initial sending and arrival of packets. Arrival times are modelled as a poisson
distribution, which results in exponentially distributed inter-arrival times. As
we assume general distributed service times this queue type is defined as M |G|1
queue [16].

The number of necessary data packet transmissions M is determined by the
packet loss probabilities qD and pA. M has already been obtained for the various
protocol classes in our processing and bandwidth requirements analysis [13].

Given the average processing times and the number of transmissions we can
determine the delay experienced by a single data packet.

4.3 Analysis

For a delay analysis of tree-based protocols we distinguish among sender, leaf
node receivers and group leaders. Although the sender is a group leader as well,
here and in the following we will denote only inner nodes as group leaders.

Mean Waiting Times at the Sender (Root Node) First, we have to de-
termine the mean waiting time for a packet between generation and completion
of processing or sending. The mean waiting time is determined by the load of a
node, i.e. the processing of incoming and outgoing packet flows. The sender has
to process the following five arriving packet flows:

1. Data packets from the higher protocol layer that are transmitted for the first
time. This packet flow is referred to as λS

t and has an assumed rate of λ.
The processing time for a data packet is assumed to be X.

2. Data packets that are retransmitted due to packet loss. This packet flow
is referred to as λS

r and has rate λ(E(MH3) − 1), since every packet is on
average (E(MH3) − 1)-times retransmitted. E(MH3) is the expected total
number of transmissions per packet until all multicast group members have
received it correctly.

3. ACK control packet flow λS
a received by the sender with rate λE(L̃H3

a ). The
processing time for an ACK packet is assumed to be Y .

4. The AACK flow λS
aa with rate λE(L̃H3

aa ) and processing time Y .
5. Finally, the AACK query flow λS

q to ask for AACK retransmissions in case
of AACK packet loss with rate λE(LH3

aaq) and processing time Y .

The expected total number of necessary transmissions E(MH3) to receive
the data packet correctly at all receivers, the number of received ACK packets
E(L̃H3

a ), and received AACK packets, E(L̃H3
aa ), and finally the number of sent

AACK query packets, E(LH3
aaq), are given in [13] and not repeated here.



The load on the sender is given by the traffic intensity %, which is generally
the product of the traffic rate λ and mean processing time for a request (data
transmission, retransmission or request) E(S):

% = λE(S). (1)

%H3
S = (λS

t + λS
r )E(X) + (λS

a + λS
aa + λS

q )E(Y ). (2)

As explained in Section 4.2, the system can be modeled as a M |G|1 queue.
The Pollaczek-Chintchine formula gives the mean number of requests to be pro-
cessed E(L) [16]:

E(L) = % +
%2 + λ2V ar(S)

2(1− %)
. (3)

With the formula of Little [16]:

E(L) = λE(T ), (4)

the mean waiting time of a request in the system E(T ) is (see Eq. 1, 3, 4):

E(T ) = E(S) +
%2 + λ2V ar(S)

2λ(1− %)
. (5)

The mean waiting time for a packet until processing starts is:

E(W ) = E(T )− E(S) =
%2 + λ2V ar(S)

2λ(1− %)
. (6)

With Eq. 1 and V ar(X) = E(X2)− (E(X))2 [16]:

E(W ) =
λE(S2)

2(1− %)
(7)

E(W H3
S ) =

(λS
t + λS

r )E(X2) + (λS
a + λS

aa + λS
q )E(Y 2)

2(1− %H3
S )

. (8)

Mean Waiting Times at a Receiver (Leaf Node) A receiver has to pro-
cess the following two flows. There is the data reception flow λR with rate
λE(MH3)(1 − qD) which automatically triggers an ACK or AACK flow and
therefore results in processing time of X + Y . The flow of AACK queries λR

q

with rate λE(L̃H3
aaq) triggers the replying of AACKs, which results in total pro-

cessing time Y + Y . E(L̃H3
aaq) is given in [13]. The load on a receiver is then:

%H3
R = λRE(X + Y ) + λR

q E(Y + Y ). (9)

The expectation of the waiting time at the receiver until processing starts is
(see Eq. 7):

E(W H3
R ) =

λRE((X + Y )2) + λR
q E((Y + Y )2)

2(1− %H3
R )

. (10)



Mean Waiting Times at a Group Leader (Inner Node) The load on an
inner node is the sum of the sender’s load without the initial transmission and
a receiver’s load:

%H3
G = λS

r E(X) + (λS
a + λS

aa + λS
q )E(Y ) + λRE(X + Y ) + λR

q E(Y + Y ). (11)

The mean waiting time of a packet at an inner node follows to:

E(W H3
G ) =

λS
r E(X2) +

(
λS

a + λS
aa + λS

q

)
E(Y 2) + λRE((X + Y )2) + λR

q E((Y + Y )2)

2(1− %H3
G )

. (12)

Overall Delay We assume that T is the group leader timeout delay, τ is the
network propagation delay, h is the maximum and h̃ is the average number of hi-
erarchy levels of the control tree and B is the branching factor of the control tree,
i.e. the maximum number of child nodes per group leader. If no retransmission
is necessary, the delay from the initial transmission E(I) is:

E(I) = E(W H3
S ) + E(X) + τ + E(W H3

G ) + E(X). (13)

Note that a simplifying pessimistic assumption we made is that the receiver
is always a group leader and therefore take E(WH3

G ) in the above equation.
Now we want to determine the delay for a hierarchical retransmission on

condition that the parent node has received the packet correctly. The time for a
hierarchical retransmission E(H) is:

E(H) =
(
E(MH3

r |MH3
r > 1)− 1

)(
T + E(W H3

G ) + E(X)
)

+ τH + E(W H3
G ) + E(X). (14)

MH3
r is the number of necessary transmissions for a single receiver r until

correct reception (MH3
r is calculated [13]) and τH is the network propagation

delay for a hierarchical retransmission. For obtaining the overall delay, we de-
termine the probabilities that no data loss occurs, that a node misses a packet
but the parent node is able to retransmit it, that a node and its parent misses
that packet and the next parent retransmits it and so forth and multiply these
probabilities with the expected delays. The overall delay is then:

E(SH3
φ ) =

[h̃−2∑
i=o

qi
D(1− qD)

(
E(I) + iE(H)

)]
+ qh̃−1

D

(
E(W H3

S ) + E(X) + (h̃− 1)E(H)
)
. (15)

Besides the delay for delivering data packets we examine the round trip
delay of AACKs, i.e. the mean time between sending a packet and receiving the
corresponding AACKs at the sender. Note that this delay is used to manage the
sending window and release buffer space. Furthermore, it limits the throughput
if a window based sending scheme is used [6]. Before a receiver sends an AACK
it must receive the data packet before. The mean waiting time between sending
a packet and receiving the last AACK at the sender is given by:
E(SH3

RTD) =(
E(MH3)− 1

)(
T + E(W H3

G ) + E(X)
)

︸ ︷︷ ︸
sending transmissions

+ E(X) + E(W H3
G ) + τH + E(W H3

G ) + E(X)︸ ︷︷ ︸
receiving last successful retransmission

+ (h− 1)
[
E(L̃H3

aaq)
(
T + E(W H3

G ) + E(Y )
)

︸ ︷︷ ︸
send AACK queries

+ E(Y ) + τH + E(W H3
G ) + E(Y )︸ ︷︷ ︸

send and receive successful AACK

]
. (16)



5 Comparison of Analysis and Simulation Results

We have implemented the SRM [2], RMTP [3] and TMTP [4] reliable multi-
cast protocols in the NS2 [1] network simulator environment to compare them
with the analysis. Recall that SRM is a receiver-initiated protocol, RMTP is a
tree-based sender-initiated protocol and TMTP is a tree-based receiver-initiated
protocol with NACK suppression.

In contrast to the specification of RMTP we have implemented no subcast
mechanism, as this is not available with general routers. Instead we used TTL-
limited multicast to send retransmissions. A further significant difference is that
we send acknowledgments as soon as a data packet is received rather than pe-
riodically. Besides normal ACKs we have additionally implemented aggregated
ACKs. As a consequence of the aggregated ACKs, this protocol is of class H3.

In contrast to the specification of TMTP we have implemented AACKs rather
than so-called early ACKs. TMTP uses early ACKs to advance the flow control
window. An early ACK is sent after the corresponding data packet has been
received. This means, a group leader does not need to wait for ACKs from all
its children in order to send an early ACK to its parent. While this specification
allows to loose data in case of node failures, we have implemented AACKs to cope
with such situations. As a consequence of the NACK with NACK suppression
and AACK scheme, this protocol is of class H4.

In conformance with the specifications we use a rate and window based send-
ing scheme for flow and congestion control. TMTP defines a periodic interval at
which each receiver unicasts an ACK (here AACK) to its parent and suggests
to set it on the round trip time to the farthest receiver. In our analysis we have
determined the round trip time between sending a data packet and receiving
the last corresponding control packet at the sender under the assumption that
the control packets are sent immediately. Therefore, our TMTP implementation
sends AACKs immediately after receiving a data packet rather than periodically.

Note that our intention is to compare analytical with simulation results and
to determine an optimal branching factor rather than to compare SRM, RMTP
and TMTP, which makes only limited sense due to the modifications described
above and due to the limited simulated group sizes.

For our simulations we have used two networks generated by Tiers [17] with
250 and 1000 nodes. All nodes in the network use DVMRP routing. Each link in
the network is configured with probability 0.02 for packet loss. We have measured
an average end-to-end packet loss probability for data packets of about 12%
for the 250 node network and 15% for the 1000 node network. The average
propagation delay was measured to be about 70ms for the 250 node network
and 130ms for the 1000 node network. These measured values were used to
configure the analysis parameters. While we have varied the sending rate for our
simulations, the flow control window size was always 10.

Figures 1-3 show the results of our simulations in comparison with the nu-
merical results of the analysis. The solid lines display the results from the simu-
lation whereas the dotted lines display the numerical results from our analysis.
The sending rate for results with varying group size is 1 1

s , the network consists
of 250 nodes and the branching factor is 10. For results with varying sending
rate, the group size is 100 receivers. For results with varying branching factors,



(a) Delay of SRM with respect to the group size
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Fig. 1. Analytical vs. simulated delays of SRM

the network consists of 1000 nodes, the multicast group of 200 receivers and the
sending rate is 1 1

s .
All results show that the average delivery delay is almost independent of the

group size within the simulated range, even for the non-tree based SRM ap-
proach.1 The round trip delay increases only moderately with increasing group
size. Although the simulation results show some fluctuations caused by the ran-
dom packet loss probabilities it is notable that even the absolute delays of the
simulations are very close to the predicted results of the analysis.

With respect to varying sending rates we can see that while the average
delivery delay and round trip delay of RMTP are independent of the sending
rate, the results for SRM and TMTP show high delays with low sending rates.
This is caused by the receiver initiated loss detection, i.e. a packet loss is detected
not before the first packet with higher sequence number is successfully received.
With low sending rates, this delay becomes rather high. This is why in most
cases sender-initiated protocols like RMTP result in lower delays.

The last results in Figure 2.c and 3.c show the results with a varying branch-
ing factor. As predicted by the analytical results, average delay is hardly influ-
enced by the branching factor. For the round trip delay, though, we see that
both the analytical as well as simulation results for RMTP and TMTP show
a decrease with increasing local group size due to the decreased height of the

1 However, we know from analytical results that SRM is earlier saturated from feed-
back implosion and hence cannot support very large group sizes (e.g. see [12]).



(a) Delay of RMTP with respect to the group size
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(b) Delay of RMTP with respect to the sending rate
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(c) Delay of RMTP with respect to the branching factor
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Fig. 2. Analytical vs. simulated delays of RMTP

control tree. This means, a larger branching factor allow higher throughput if a
window-based sending scheme is used.

In further simulation runs we have varied the packet loss probability. For
example, we have decreased link loss probability to 0.002, resulting in an average
end-to-end packet loss probability for data packets of about 1.5% in the simulated
network, which has decreased packet delay of RMTP’s analysis and simulation
results by approximately 25%. More important than the absolute results, though,
all protocols show again the same results for both analysis and simulation.

6 Summary

We have presented a probabilistic approach to analyze the average packet deliv-
ery delay as well as the round trip delay for reliable multicast protocols. A major



(a) Delay of TMTP with respect to the group size
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(c) Delay of TMTP with respect to the branching factor
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Fig. 3. Analytical vs. simulated delays of TMTP

focus of our work was to compare the gained analytical results with simulation
results to prove their correctness. The comparison of a flat and two tree-based
reliable multicast protocols has shown identical behavior of analysis and sim-
ulation results with varying packet loss probabilities, number of receivers, and
transmission rates. Even the absolute delays of the analytical and simulation
results are almost identical which shows that carefully mathematical modelling
can provide results of the same quality as simulation does.

An important second focus of our work was to determine an optimal branch-
ing factor of the control tree established by tree-based reliable multicast proto-
cols. The optimal branching factor depends on several parameters like protocol
class and whether average delivery delay or round trip delay is of interest. We
can conclude, though, that a branching factor which is too small can significantly
increase round trip delay which limits a protocol’s throughput.
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